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Optimal steady-state operation

Definition - optimal operation at steady-state

Optimal steady-state: (xs , us) = arg min
x∈X,u∈U,x=f (x,u)

ℓ(x , u)

A system is optimally operated at steady-state if for each feasible state
and input sequences x(·) and u(·) the following holds:

lim inf
T→∞

T−1∑

t=0

ℓ(x(t), u(t))

T
≥ ℓ(xs , us).

steady-states

(xs , us )
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Optimal steady-state operation

Definition - Dissipativity [Willems ’72, Byrnes & Lin ’94]

A system is strictly dissipative with respect to the supply rate s if there exists
a storage function λ : X → R≥0 such that for all x ∈ X and u ∈ U it holds that

λ(f (x , u))− λ(x) ≤ s(x , u)− αℓ(‖(x − xs , u − us)‖), αℓ ∈ K∞.

Dissipativity and optimal steady-state operation

Optimal operation
at steady-state

Dissipativity w.r.t. supply rate
s(x , u) = ℓ(x , u)− ℓ(xs , us)

[Angeli,Amrit,Rawlings ’12]

additional controllability condition

[Müller,Angeli,Allgöwer ’15]

Timm Faulwasser, Lars Grüne, Matthias A. Müller, Economic Model Predictive Control p. II.3

Optimal steady-state operation

Theorem [Angeli,Amrit,Rawlings ’12]

A system is optimally operated at steady-state if it is dissipative with respect to
the supply rate s(x , u) = ℓ(x , u)− ℓ(xs , us).

Sketch of proof: By dissipativity, we have

0 ≤ lim
T→∞

λ(x(T ))− λ(x(0))

T
≤ lim inf

T→∞

∑
T−1
k=0

[
ℓ(x(k), u(k))− ℓ(xs , us)

]

T
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Optimal steady-state operation

Theorem [Willems ’72]

A system is dissipative with respect to the supply rate s if and only if the
available storage Sa is bounded for all x . Moreover, Sa is a possible storage
function.

Sa(x) := sup
T≥0

z(0)=x, z(k+1)=f (z(k),v(k))
(z(k),v(k))∈X×U

T−1∑

k=0

−s(z(k), v(k)) (1)
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Optimal steady-state operation

Definitions

XN : set of states which can be controlled to xs in N steps

RN : set of states which can be reached from xs in N steps

ZN : set of state/input pairs which are part of a feasible trajectory staying
inside XN ∩RN

Theorem [Müller,Angeli,Allgöwer ’15]

Suppose that a system is optimally operated at steady-state. Then it is
dissipative on ZN with supply rate s(x , u) := ℓ(x , u)− ℓ(xs , us) for each N ≥ 0.

XN

RN

x0

xr (Tr )

xs

Sketch of proof (by contradiction):

For each r ≥ 0, there exist sequences with∑
Tr−1
k=0 ℓ(xr (k), ur (k)) ≤ −r .

Can steer the system to xs and from there to x0

in N steps at a time.

We have
∑

Tr+2N−1
k=0 ℓ(xr (k), ur (k)) < 0.

⇒ lim infT→∞

∑
T−1
k=0

ℓ(x̂(k),û(k))
T

< 0

This contradicts optimal steady-state operation.
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Optimal steady-state operation

Definition - Dissipativity [Willems ’72, Byrnes & Lin ’94]

A system is dissipative with respect to the supply rate s if there exists a
storage function λ : X → R≥0 such that for all x ∈ X and u ∈ U it holds that

λ(f (x , u))− λ(x) ≤ s(x , u).

Dissipativity and optimal steady-state operation

Optimal operation
at steady-state

Dissipativity w.r.t. supply rate
s(x , u) = ℓ(x , u)− ℓ(xs , us)

[Angeli,Amrit,Rawlings ’12]

additional controllability condition

[Müller,Angeli,Allgöwer ’15]
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Stability using terminal constraints

If steady-state operation is optimal, does closed-loop system converge to xs?

VN(x(t)) := min
u(·|t)

N−1∑

k=0

ℓ(x(k|t), u(k|t))

subject to

x(k + 1|t) = f (x(k|t), u(k|t)), k = 0, . . . ,N − 1

x(0|t) = x(t)

(x(k|t), u(k|t))⊤ ∈ X× U, k = 0, . . . ,N − 1

x(N|t) = xs

Remark: Can be extended to framework including terminal region and cost.
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Stability using terminal constraints

Theorem [Angeli,Amrit,Rawlings ’12]

Assume

strict dissipativity w.r.t. supply rate s(x , u) = ℓ(x , u)− ℓ(xs , us),

VN and λ are continuous at xs .

Then xs is an asymptotically stable equilibrium of the resulting closed-loop
system.

Main idea for stability proof in stabilizing MPC: use optimal value function
as Lyapunov function

VN(x(t + 1))− VN(x(t)) ≤ −ℓ(x(t), u(t)) + ℓ(xs , us) ≤ −α(‖x(t)− xs‖)

In economic MPC: second inequality not satisfied!
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Stability using terminal constraints

Theorem [Angeli,Amrit,Rawlings ’12]

Assume

strict dissipativity w.r.t. supply rate s(x , u) = ℓ(x , u)− ℓ(xs , us),

VN and λ are continuous at xs .

Then xs is an asymptotically stable equilibrium of the resulting closed-loop
system.

Define rotated cost function

ℓ̃(x , u) = ℓ(x , u)− ℓ(xs , us) + λ(x)− λ(f (x , u))

If system is strictly dissipative: ℓ̃(x , u) ≥ αℓ(‖x − xs‖)

Original optimization problem

VN(x(t)) = min
u(·|t)

N−1∑

k=0

ℓ(x(k|t), u(k|t))

s.t. x(0|t) = x(t), x(k + 1|t) = f (x(k|t), u(k|t)), k = 0, . . . ,N − 1

(x(k|t), u(k|t))⊤ ∈ X× U, k = 0, . . . ,N − 1, x(N|t) = xs
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Stability using terminal constraints

Theorem [Angeli,Amrit,Rawlings ’12]

Assume

strict dissipativity w.r.t. supply rate s(x , u) = ℓ(x , u)− ℓ(xs , us),

VN and λ are continuous at xs .

Then xs is an asymptotically stable equilibrium of the resulting closed-loop
system.

Define rotated cost function

ℓ̃(x , u) = ℓ(x , u)− ℓ(xs , us) + λ(x)− λ(f (x , u))

If system is strictly dissipative: ℓ̃(x , u) ≥ αℓ(‖x − xs‖)

Modified optimization problem

ṼN(x(t)) = min
u(·|t)

N−1∑

k=0

ℓ̃(x(k|t), u(k|t))

s.t. x(0|t) = x(t), x(k + 1|t) = f (x(k|t), u(k|t)), k = 0, . . . ,N − 1

(x(k|t), u(k|t))⊤ ∈ X× U, k = 0, . . . ,N − 1, x(N|t) = xs
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Stability using terminal constraints

Theorem [Angeli,Amrit,Rawlings ’12]

Assume

strict dissipativity w.r.t. supply rate s(x , u) = ℓ(x , u)− ℓ(xs , us),

VN and λ are continuous at xs .

Then xs is an asymptotically stable equilibrium of the resulting closed-loop
system.

Define rotated cost function

ℓ̃(x , u) = ℓ(x , u)− ℓ(xs , us) + λ(x)− λ(f (x , u))

If system is strictly dissipative: ℓ̃(x , u) ≥ αℓ(‖x − xs‖)

Key step: original and modified optimization problem have same solution

Can use ṼN as Lyapunov function:

ṼN(x(t + 1))− ṼN(x(t)) ≤ −ℓ̃(x(t), u(t)) ≤ −αℓ(‖x(t)− xs‖)
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Example - chemical reactor with dissipativity

Van de Vusse reactor:

Reactions A
k1−→ B

k2−→ C and 2A
k3−→ D, with A: reactant, B: desired

product, C ,D: waste products

ċA = rA(cA, ϑ) + (cin − cA)u1

ċB = rB(cA, cB , ϑ)− cBu1

ϑ̇ = h(cA, cB , ϑ) + α(u2 − ϑ) + (ϑin − ϑ)u1,

A

A B C D

A
k1
−→ B

k2
−→ C

2A
k3
−→ D

ϑ: temperature in the reactor, u1: normalized flow rate of A, u2:
temperature in cooling jacket

Control objective: maximize production rate of B → ℓ(x , u) = −cBu1

System is strictly dissipative w.r.t. supply rate s(x , u) = ℓ(x , u)− ℓ(xs , us)

Timm Faulwasser, Lars Grüne, Matthias A. Müller, Economic Model Predictive Control p. II.10

Example - chemical reactor with dissipativity
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Example - chemical reactor without dissipativity

Continuous flow stirred-tank reactor with parallel reactions

Reactions R → P1 and R → P2, with R: reactant, P1: desired product,
P2: waste product

ẋ1 = 1− 104x2
1 e

−1/x3 − 400x1e
−0.55/x3 − x1

ẋ2 = 104x2
1 e

−1/x3 − x2

ẋ3 = u − x3

reactant R

R,P1,P2

R → P1

R → P2

x1: concentration of R, x2: concentration of P1, x3: temperature in the
reactor, u: proportional to heat flux through cooling jacket

Control objective: maximize product P1 → ℓ(x , u) = −x2
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Example - chemical reactor without dissipativity
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Example - chemical reactor without dissipativity

Optimal periodic orbit length: T ⋆ ≈ 11.444

min
u(·),T

1

T

∫
T

0

−x2(τ)dτ (2)

subject to x(0) = x(T ), T ∈ [5, 20].
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Example - chemical reactor without dissipativity

Recovering steady-state optimality through regularization:

ℓ(x , u) = −x2 + ω(u − us)
2
, ω > 0
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Asymptotic average and transient performance

What can be said about closed-loop performance?

Infinite horizon averaged performance:

J
cl

∞(x0, µN) := lim sup
T→∞

1
T

∑
T−1
t=0 ℓ(x(t), µN(x(t)))

Theorem [Angeli,Amrit,Rawlings ’12]

J
cl

∞(x0, µN) ≤ ℓ(xs , us)

Sketch of proof:

VN(x(t + 1))− VN(x(t)) ≤ −ℓ(x(t), u(t)) + ℓ(xs , us)

Iterate this inequality, divide by T and take lim inf

Remark: This bound is valid independent of dissipativity.
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Asymptotic average and transient performance

What can be said about closed-loop performance?

Infinite horizon non-averaged performance:
J
cl

∞(x0, µN) := lim sup
T→∞

∑
T−1
t=0 ℓ(x(t), µN(x(t)))

Finite horizon non-averaged performance:
J
cl

T (x0, µN) :=
∑

T−1
t=0 ℓ(x(t), µN(x(t)))

Assumption: Strict dissipativity plus technical (continuity) assumptions
on storage and optimal value function.
⇒ Closed loop satisfies ‖x(t)− xs‖ ≤ β(‖x0 − xs‖, t) with β ∈ KL.

Define U
T

κ(x0)
:= {u ∈ U

T | u admissible and ‖x(T , x0, u)− xs‖ ≤ κ}

Theorem [Grüne & Panin ’15]

The following performance bounds hold:

J
cl

∞(x0, µN) ≤ V∞(x0) + δ(N) with δ ∈ L

J
cl

T (x0, µN) ≤ inf
u∈UT

κ(x0)
JT (x0, u) + δ1(N) + δ2(T ) with

κ = β(‖x − x0‖,T ) and δ1, δ2 ∈ L
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IV. EMPC without strict dissipativity

EMPC without strict dissipativity

In this section we discuss a selection of schemes which use
relaxed terminal conditions or yield stability without imposing
strict dissipativity

Outline

Generalized terminal constraints

Lyapunov-based approach

Multi-objective approach
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Generalized terminal constraints

It may happen that

EMPC with equilibrium terminal constraints x(t|N) = xs

is too restrictive / numerically infeasible

the terminal cost Vf for EMPC with regional terminal
constraints x(t|N) ∈ Xf is too difficult to compute

In these cases, other types of constraints may be useful

Idea: Require that x(t|N) is an equilibrium, but not
necessarily equal to xs

[Fagiano/Teel ’13, Müller/Angeli/Allgöwer ’13,
Ferramosca/Limon/Camacho ’14]

(based on earlier ideas from stabilizing MPC)
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Scheme with generalized terminal constraints

min
u(·|t)

N−1∑

k=0

ℓ(x(k|t), u(k|t)) + βℓ(x(N |t), u(N |t))

subject to

x(k + 1|t) = f(x(k|t), u(k|t)), k = 0, . . . , N − 1

x(0|t) = x(t)

(x(k|t), u(k|t))⊤ ∈ X× U, k = 0, . . . , N

x(N |t) = f(x(N |t), u(N |t)),

ℓ(x(N |t), u(N |t)) ≤ κ(t),

where κ(t+ 1) = ℓ(x(N |t), u(N |t)), κ(0) “large”, β > 0

Always end in an equilibrium that is at least as good as
the previous one
A large β provides incentive to select a good equilibrium
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Properties

Theorem [Fagiano/Teel ’13] Given ε > 0, there exists β(ε) > 0
such that

ℓ(x⋆(N |t), u⋆(N |t)) ≤ ℓmin(x(t)) + ε

where ℓmin(x(t)) is the cost of the best equilibrium that is
reachable from initial condition x(t) in N steps

Problem: ℓmin may be significantly larger than ℓ(xs, us)
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Properties
Using this β and the assumption that from each steady state
(x, u) a better steady state (x′, u′), i.e.,

ℓ(x′, u′) ≤ max{ℓ(xs, us), ℓ(x, u)− ε}

can be reached in N steps, [Fagiano/Teel ’13] propose an
EMPC scheme which eventually reaches ℓ(xs, us) up to ε

Problems:

The scheme discards recent optimization results if the
terminal equilibrium value does not improve
The appropriate β may be difficult to find

The second point can be addressed by the adaptive choice

β(t+ 1) = B(β(t), x(t), κ(t)), β(0) = β0 ≥ 0

where β increases as long as the terminal equilibrium value can
be improved [Müller/Angeli/Allgöwer ’13f]
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Discussion
Discussion of generalized equilibrium terminal constraints

Averaged performance is bounded by “eventual” terminal
equilibrium

No transient performance estimates known
(problem: influence of β)

Asymptotic stability of the optimal steady state can be
shown under additional (so far still rather restrictive)
conditions, including strict dissipativity

[Ferramosca/Limon/Camacho ’14]

Results can be extended to generalized regional terminal
constraints [Müller/Angeli/Allgöwer ’14] and to periodic
constraints [Limon/Pereira/Muñoz de la Peña/Alamo/

Grosso ’14, Houska/Müller ’17]
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Lyapunov based EMPC

Lyapunov based EMPC combines the goals of stabilizing and
economic MPC

stabilize a given set Ω (Ω = {xs} or a larger set)

while at the same time minimizing an economic objective

The algorithmic ideas described in the next slides go back to
[Heidarinejad/Liu/Christofides ’12]

They rely on the knowledge of a stabilizing controller and a
corresponding Lyapunov function for the system
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Lyapunov function
Let xs ∈ X be an equilibrium with open neighborhood O

Let h : O → U a controller with f(x, h(x)) ∈ O for all x ∈ O

W : O → R is a Lyapunov function with respect to h if there
are α1, α2, α3 ∈ K∞ such that for all x ∈ O we have

α1(|x− xs|) ≤ W (x) ≤ α2(|x− xs|)

and
W (f(x, h(x))) ≤ W (x)− α3(|x− xs|)

Note: decrease of W ensures asymptotic stability of any level
set Ω := {x ∈ R

n |W (x) ≤ ρ}, ρ ≥ 0, for x+ = f(x, h(x))

Idea: impose decrease of W as additional constraint in the
EMPC scheme, until Ω is reached
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Setting

The set Ω to be stabilized is given as a level set of the
Lyapunov function W , i.e.,

Ω := {x ∈ R
n |W (x) ≤ ρ}

for fixed ρ ≥ 0

Note: ρ = 0 implies Ω = {xs}, i.e., stabilization of the optimal
equilibrium is included as a special case
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Lyapunov based EMPC scheme

min
u(·|t)

N−1∑

k=0

ℓ(x(k|t), u(k|t))

subject to

x(k + 1|t) = f(x(k|t), u(k|t)), k = 0, . . . , N − 1

x(0|t) = x(t)

(x(k|t), u(k|t))⊤ ∈ X× U, k = 0, . . . , N

W (x(1|t)) ≤ W (f(x(t), h(x(t))) if W (x(t)) > ρ

W (x(k|t)) ≤ ρ, k = 0, . . . , N if W (x(t)) ≤ ρ

Idea: enforce decrease of W until Ω is reached, afterwards
remain in Ω by ensuring W (x(k|t)) ≤ ρ

Timm Faulwasser, Lars Grüne, and Matthias Müller, Economic Model Predictive Control, p. IV.12



Properties

Theorem: The Lyapunov-based EMPC scheme has the
following properties for all x(0) ∈ O and ρ̃ = W (x(0))

(i) The scheme is recursively feasible and
W (x(t)) ≤ max{ρ, ρ̃} for all t ≥ 0

(ii) If ρ > 0 then there is t̃ > 0 with x(t) ∈ Ω for all t ≥ t̃

(iii) If ρ = 0 then x(t) → xs as t → ∞

Note: It is also possible to change ρ with time (already present
in the original reference [Heidarinejad/Liu/Christofides ’12])
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Discussion

Discussion of Lyapunov-based EMPC

Theorem does not require strict dissipativity

No performance estimates known so far, except average
performance in case ρ = 0

Under strict dissipativity, other performance estimates
could possibly be achieved (open question!)

Many variants available, see the monograph
[Ellis/Liu/Christofides, Economic Model Predictive Control,

Springer ’17]

Main bottleneck: knowledge of W and h required for
implementation

The next EMPC variant fixes the last problem
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Multiobjective EMPC
Goal: make the closed loop trajectory converge to xs while
minimizing the economic cost

Lyapunov-based EMPC with ρ = 0 solves this problem

The main problem of Lyapunov-based EMPC is the required
knowledge of a stabilizing controller h and a corresponding
Lyapunov function W

Multiobjective EMPC [Zavala ’15] avoids this problem by
computing h and W via stabilizing MPC with terminal
conditions

In each step, two optimal control problems — one with the
economic objective and one with a stabilizing objective — are
solved and suitably combined

We start by explaining the stabilizing problem
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Multiobjective EMPC: stabilizing subproblem

min
u(·|t)

Jstab(x(t), u(·|t)) =
N−1∑

k=0

ℓstab(x(k|t), u(k|t))

subject to

x(k + 1|t) = f(x(k|t), u(k|t)), k = 0, . . . , N − 1

x(0|t) = x(t)

(x(k|t), u(k|t))⊤ ∈ X× U, k = 0, . . . , N − 1

x(N |t) = xs

with ℓstab(xs, us) = 0, ℓstab(x, u) > 0 otherwise

(x(N |t) = xs could be replaced by regional constraint + terminal cost)
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Lyapunov function property
Define V stab(x(t)) = infu(·|t) J

stab(x(t), u(·|t))

Then, under standard assumptions on the stabilizing MPC
scheme, there is α4 ∈ K∞ such that for each admissible
control sequence û the inequality

V stab(f(x(t), û(0))) ≤ Jstab(x(t), û)− α4(|x(t)− xs|)

holds

Thus, for any σ ∈ (0, 1) there is an admissible control ũ with

Jstab(f(x(t), û(0)), ũ) ≤ Jstab(x(t), û)−(1−σ)α4(|x(t)−xs|)

 Jstab can serve as a Lyapunov function constraint in the
 economic subproblem of the EMPC scheme
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Multiobjective EMPC: economic subproblem

min
u(·|t)

N−1∑

k=0

ℓ(x(k|t), u(k|t))

subject to

x(k + 1|t) = f(x(k|t), u(k|t)), k = 0, . . . , N − 1

x(0|t) = x(t)

(x(k|t), u(k|t))⊤ ∈ X× U, k = 0, . . . , N

Jstab(x(t), u(·|t)) ≤ (1− σ)V stab(x(t))

+ σJstab(x(t− 1), u⋆(·|t− 1)), t ≥ 1
for σ ∈ [0, 1)

 Jstab(x(t+ 1), u⋆(·|t+ 1)) ≤ Jstab(x(t), u⋆(·|t))

− (1− σ)α4(|x(t)− xs|)

 σ determines the speed of convergence
Timm Faulwasser, Lars Grüne, and Matthias Müller, Economic Model Predictive Control, p. IV.18

Multiobjective EMPC: Example
We illustrate the role of σ by the chemical reactor without
dissipativity

ẋ1 = 1− r1(x1, x3)− x1

ẋ2 = r2(x1, x3)− x2

ẋ3 = u− x3

with

r1(x1, x3) = 104x2
1e

− 1

x3+400x1e
− 0.55

x3 , r2(x1, x3) = 104x2
1e

− 1

x3

x1 = concentration of source material R

x2 = concentration of desired product P1

x3 = dimensionless temperature of the mixture in the reactor

u =̂ heat flux through the cooling jacket

Constraints: xi ≥ 0, i = 1, 2, 3 and u ∈ [0.049, 0.449]

Objective: maximize P1, i.e. the integral over L(x, u) = −x2
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Multiobjective EMPC: Example
As seen before: the optimal trajectories are not constant
 no optimal equilibrium  not strictly dissipative
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Multiobjective EMPC: Example
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Multiobjective EMPC: Example
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Multiobjective EMPC: Example
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Multiobjective EMPC: Properties
Theorem: Consider the Multiobjective EMPC scheme under
the usual stability assumptions for MPC with terminal
constraints. Then for all x(0) ∈ X the EMPC closed loop
solution x(t) converges to xs as t → ∞

Idea of proof: The constraints enforce the inequality

Jstab(x(t+ 1), u⋆(·|t+ 1)) ≤ Jstab(x(t), u⋆(·|t))

− (1− σ)α4(|x(t)− xs|)

yielding Jstab(x(t), u⋆(·|t)) → 0 as t → ∞ and thus x(t) → xs

Note: Asymptotic stability may not hold! This is due to the
fact that there is no upper bound on Jstab(x(0), u(·|0)). Thus,
the open loop optimal trajectory may move far away from xs

for x(0) ≈ xs; in fact even for x(0) = xs
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Multiobjective EMPC: Discussion

Discussion of Multiobjective MPC

Theorem does not require strict dissipativity

Average performance guaranteed, but no transient
performance estimates known

Under convexity assumptions, the (finite horizon) solution
can be interpreted as a Pareto optimum

Main drawback: two optimization problems need to be
solved in each time step
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Summary

We compare the EMPC-variants discussed so far with respect
to the following characteristics

Asymptotic stability

Average performance

Transient performance

as well as

Assumptions on the problem

Ingredients of the algorithm (functions, sets), other than
system dynamics f and stage cost ℓ
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EMPC with | without terminal conditions
Asymptotic stability — yes | yes (practical)

Average performance — yes | yes (with error term)

Transient performance — yes | yes (with T -dep. error)

Assumptions on the problem
— optimal operation at steady state | strict dissipativity

(for average performance)
— strict dissipativity (for asymptotic

stability and transient performance)

Ingredients of the algorithm
— optimal steady state | none
— terminal constraint set and cost

Remarks
— potentially small feasible set | recursive feasibility

only for suff. large N
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EMPC with generalized terminal conditions

Asymptotic stability — yes

Average performance — yes (with error term)

Transient performance — no

Assumptions on the problem

— reachability of optimal steady state
(for average performance)

— strict dissipativity and other technical assumptions
(for asymptotic stability)

Ingredients of the algorithm

— none

Remarks

— influence of β on transient performance unclear
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Lyapunov-based | Multiobjective EMPC
Asymptotic stability — yes | only convergence

Average performance — yes | yes

Transient performance — unknown | unknown

Assumptions on the problem
— optimal operation | optimal operation

at steady state at steady state

Ingredients of the algorithm

— optimal steady state | optimal steady state

— controller with | terminal constraint set
Lyapunov function and cost

Remarks
— requires knowledge of | requires solution of two

Lyapunov function optimal control problems
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Remarks and Conclusion
All considered schemes guarantee (approximate) averaged
optimality under mild conditions on the problem structure

In the absense of an optimal steady state, the advantage
of EMPC over stabilizing MPC lies in its ability to find
better solutions than the equilibrium (e.g., periodic ones)

In the presence of an optimal steady state, average
optimality is a rather weak optimality concept, which is
moreover also satisfied by stabilizing MPC

In this case, the advantage of EMPC lies in the transient
performance. This has been confirmed in many
simulations, but rigorously proved only for basic schemes

So far, rigorous transient performance estimates have only
been achieved under strict dissipativity. Is this property
really necessary. . . ?
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V. Advanced topics and open problems

Advanced topics and open problems

In this section we discuss a selection of schemes which go
beyond the previous setting. Particularly, we consider
discounted optimal control problems and problems which do
not exhibit an optimal equilibrium

Outline:

Discounted optimal control problems

Optimal control problems with periodic optimal solutions

Time-varying optimal control problems

Uncertain Systems (Matthias)
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Discounted optimal control problems

Discounted optimal control problems are of the form

min
u∈U

N−1∑

k=0

βkℓ(x(k), u(k))

with N ∈ N or N = ∞, with discount factor β ∈ (0, 1)

For discounted optimal control, the averaged optimality does
not make sense, because for bounded ℓ

lim
T→∞

1

T

T−1∑

k=0

βkℓ(x(k), u(k)) = 0

 transient optimality is of interest
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Transient performance theorem

Consider discounted EMPC without terminal conditions

Theorem [Grüne/Semmler/Stieler ’15] If the discounted optimal
control problem has the turnpike property and the optimal
value function is continuous at xs uniformly in β, then there is
δ ∈ L with

J cl
∞(x0, µN) ≤ V∞(x0) +

δ(N)

1− β

Note: The β-dependence of the error term is the counterpart
of the T -dependence in the non-discounted case

It is unknown whether this result also holds (or even improves)
with suitable terminal conditions

Timm Faulwasser, Lars Grüne, and Matthias Müller, Economic Model Predictive Control, p. V.4



Relation to dissipativity

Dissipativity concepts have been developed for discounted
problems as well [Grüne/Kellett/Weller ’16,

Grüne/Müller CDC ’17]

The discounted strict dissipativity inequality reads

βλ(f(x, u)) ≤ λ(x) + ℓ(x, u)− ℓ(xs, us)− α(‖x− xs‖)

But: In general, discounted strict dissipativity only implies
the turnpike property for β ≈ 1 [Gaitsgory/Grüne/Höger/

Kellett/Weller ’17]
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Discounted problems: example
We consider a classical economic growth model [Brock/Mirman ’72]

x(t+ 1) = u(t), ℓ(x, u) = − ln(Axα − u)

Trajectories for A = 5, α = 0.34, x0 = 5, β = 0.95
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Discounted problems: example
We consider a classical economic growth model [Brock/Mirman ’72]

x(t+ 1) = u(t), ℓ(x, u) = − ln(Axα − u)

J cl
∞(5, µN)− V∞(x), A = 5, α = 0.34, x0 = 5, varying N and β
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Problems with time varying optimal operation

Our final two schemes concern problems without optimal
operation at steady states

Instead, the system is optimally operated at periodic or more
general time varying solutions

Here we distinguish two cases:

Periodic optimal solutions generated by time invariant
dynamics f and cost ℓ

Time varying (possibly periodic) solutions generated by
time varying dynamics f and/or cost ℓ

We start with the first situation
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Periodic optimal trajectories
We first consider a simple example showing that periodic
trajectories may be optimal even if f and ℓ are time invariant

We choose X = U = {−1, 0, 1} and dynamics and cost
indicated in the following figure

-1 0 1

u=−1
ℓ(x,u)=1

u=0
ℓ(x,u)=1

u=1
ℓ(x,u)=1−2ε

u=0
ℓ(x,u)=1+ε

The average cost of the steady state x = −1 is 1

The average cost of the periodic orbit (0, 1, 0, 1, 0, 1, . . .) is 1− ε

 the system is optimally operated at the periodic orbit

Will MPC “find” this orbit when starting in x = −1?
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EMPC and periodic orbits

-1 0 1

u=−1
ℓ(x,u)=1

u=0
ℓ(x,u)=1

u=1
ℓ(x,u)=1−2ε

u=0
ℓ(x,u)=1+ε

We start in x = −1

If the horizon N is odd, the trajectory

(−1,−1, 0, 1, 0, 1, . . . , 0, 1)

is optimal  the closed loop system will stay in −1 forever

Conclusion: MPC does not necessarily find optimal periodic
orbits, even if N is arbitrarily large
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EMPC and periodic orbits

Remedy: In order to find an optimal p-periodic orbit
(x̂0, . . . , x̂p−1), EMPC can be modified in two ways:

impose periodic terminal constraints, e.g., x(t|N) = x̂tp

with tp = t mod p (regional constraints also possible)

[Angeli/Amrit/Rawlings ’09ff, Zanon/Grüne/Diehl ’17]

use the periodic optimization horizon Nt = N − tp
[Müller/Grüne ’16]

Note: The second approach without terminal conditions needs
no information about the periodic orbit except its period, but
— similar to the steady state case — yields weaker results
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Periodic strict dissipativity

The formal results rely on a periodic variant of strict
dissipativity

λk+1(f(x, u)) ≤ λk(x) + ℓ(x, u)− ℓ(x̂k, ûk)− σ(x, u)

for k = 0, . . . , p− 1, where λp = λ0

or on a strict dissipativity condition for the stacked system

xp =






x0
...

xp−1




 , up =






u0
...

up−1




 , fp(xp, up) :=






f(xp−1, u0)
f(f(xp−1, u0), u1)

...






(the relation between these two conditions is still waiting to be
explored)
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Properties of periodic EMPC scheme
Theorem: (a) Under the periodic strict dissipativity condition
and suitable technical conditions (continuity), the optimal
periodic orbit is asymptotically stable for the EMPC scheme
with periodic terminal constraints and averaged optimality
holds.

(the precise asymptotic stability property in (a) depends on the

form of the function σ in the periodic strict dissipativity condition)

(b) Under the stacked strict dissipativity condition and suitable
technical conditions (continuity), the closed loop of the EMPC
scheme with periodic optimization horizon converges to the
optimal periodic orbit and approximate averaged optimality
holds

(in (b), asymptotic stability does not hold in general. This is due
to a strange feature of the periodic turnpike property)
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EMPC for time varying problems

Consider a problem with time varying dynamics and stage cost

x(k + 1) = f(k, x(k), u(k)), ℓ(k, x, u)

Obviously, the extension of the EMPC scheme is
straightforward, at least without terminal conditions

However, carrying over the previous results is nontrivial:

what is the time varying counterpart of the optimal
equilibrium / periodic orbit?

which kind of approximate infinite horizon optimal
performance can be expected?

We start by studying a simple example
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Example problem

Prototype problem: Keep the temparature in a room in a
desired range with mimimal energy consumption for heating
and cooling

Very simple 1d model:

x(n+ 1) = x(n)
︸︷︷︸

inside temperature

+ u(n)
︸︷︷︸

heating/cooling

+ w(n)
︸ ︷︷ ︸

outside temperature

with stage cost
ℓ(x, u) = u2

and time varying w(n) and desired temperature range X(n)
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Example: optimal trajectory
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Optimality concept
In which infinite horizon sense can we expect that this
trajectory is (near) optimal? Clearly,

“minimize”
u

J∞(x, u) =
∞∑

n=0

ℓ(xu(n), u(n))

is not meaningful, because the sum will not converge

Remedy: Overtaking Optimality [Gale ’67]

A trajectory x⋆ with control u⋆ is called overtaking optimal if

lim sup
K→∞

(
K−1∑

n=0

ℓ(n, x⋆(n), u⋆(n))−
K−1∑

n=0

ℓ(n, xu(n), u(n))

)

≤ 0

holds for all admissible trajectory-control pairs (xu, u) with
xu(0) = x⋆(0)
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MPC closed loop
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MPC closed loop for different initial value
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MPC closed loop for different initial values
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A generalized optimal equilibrium
Obviously, the closed loop trajectories converge to the black
limit trajectory. How can we characterize it?

Idea: generalize the definition of optimal operation at a steady
state to overtaking optimality:

We say that the system is optimally operated at a trajectory x̂

with control û if

lim sup
T→∞

(
T−1∑

n=0

ℓ(n, x̂(n), û(n))−
T−1∑

n=0

ℓ(n, xu(n), u(n))

)

≤ 0

holds for all admissible trajectory-control pairs (xu, u)

Note: this is similar to the definition of overtaking optimality,
but now xu(0) 6= x̂(0) is allowed
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Main Result
Theorem: [Grüne/Pirkelmann CDC ’17] Assume that a time
varying turnpike property and a continuity property hold. Then
there exists an error term δ(N) → 0 as N → ∞ with

lim sup
T→∞

( T−1∑

n=0

ℓ(n, xµN
(n), µN(xµN

(n)))

−

T−1∑

n=0

ℓ(n, xu(n), u(n))− Tδ(N)
)

≤ 0

for all admissible (xu, u) with xu(0) = xµN
(0)

In other words: the MPC closed loop trajectory on {0, . . . , T}
is the initial piece of an overtaking optimal trajectory — up to
the error Tδ(N)

Note: The factor “T” in the error term usually vanishes when
looking at the relative error
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Discussion of Main Result
the time varying turnpike property can be ensured by a
time varying strict dissipativity property

this strict dissipativity property, in turn, always holds
under suitable convexity assumptions (like in the steady
state case, but more technical)

the continuity property can be ensured by a controllability
assumption (also in the periodic results before)

probably the most important feature of the time varying
case: in the steady state and in the periodic case, the
optimal limit trajectories can be computed beforehand

In the time varying case there is in general no easy way
for this

Hence, the fact that EMPC finds this trajectory
“automatically” is of utmost importance
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Grüne, L. and S. Pirkelmann, 2017, Closed-loop performance

analysis for economic model predictive control of time-varying

systems, in: Proceedings of the 56th IEEE CDC, to appear
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Economic MPC for uncertain systems

• System subject to disturbances/uncertainties: x(t+ 1) = f
(
x(t), u(t),w(t)

)

• Motivating example:

0

0

x

C
o

s
t
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Economic MPC for uncertain systems

• System subject to disturbances/uncertainties: x(t+ 1) = f
(
x(t), u(t),w(t)

)

• Motivating example:

0

0

x

C
o

s
t

Conclusion: just transferring robust stabilizing MPC approaches to economic

setting might result in bad performance!
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Economic MPC for uncertain systems

• How can we incorporate/leverage the disturbance in the MPC setup?

Min-max approach

- Use worst case

Averaging approach

- Use averaging

over all states

Stochastic approach

- Use stochastic

information

• Which closed-loop guarantees can be given?
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Economic MPC for uncertain systems

Nominal System

z(t + 1) = f (z(t), v(t), 0)

Error

e(t) = x(t)− z(t)

Robust control invariant (RCI) set

e(t) ∈ Ω ⇒ e(t + 1) ∈ Ω, ∀w(t) ∈ W

Input parametrization

Use parametrization for the real input

u(t) = ϕ
(
v(t), x(t), z(t)

)

(v(t) input to the nominal system) to determine RCI set Ω

✩

✩

✩

✩

✩

✩
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Economic MPC for uncertain systems

Nominal System

z(t + 1) = f (z(t), v(t), 0)

Error

e(t) = x(t)− z(t)

Robust control invariant (RCI) set

e(t) ∈ Ω ⇒ e(t + 1) ∈ Ω, ∀w(t) ∈ W

✩

✩

✩

z(0)

✩

✩

✩

x(0)

x(1)

x(2)

u(0) = ϕ(v(0), x(0), z(0))

w(0)

u(1) = ϕ(v(1), x(1), z(1))
w(1)

Ω
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Economic MPC for uncertain systems

Past Future Prediction horizon

t t+N

Optimal

nominal input

ut

Predicted states

xt

z0

Time

Idea:

• Take all possible states within invariant set into account

• Two different approaches:
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Economic MPC for uncertain systems

Idea min-max robust economic MPC

• Consider the worst case within the RCI set

• Use modified stage cost function

ℓ
max(z, v) = max

ω∈Ω
ℓ
(
z + ω, ϕ

(
v, z + ω, z

))

Main features:

• All possible real states considered x(k|t) ∈ {z(k|t)} ⊕ Ω

• Take real input into account u(k|t) = ϕ
(
v(k|t), x(k|t), z(k|t)

)

=⇒ Cost of input to stay in RCI set
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Economic MPC for uncertain systems

Optimization problem

min
z(0|t),v(t)

N−1∑

k=0

ℓ
max(

z(k|t), v(k|t)
)
+ V f

(
z(N|t)

)

s.t. z(k + 1|t) = f (z(k|t), v(k|t), 0),

x(t) ∈ {z(0|t)} ⊕ Ω,
(
z(k|t), v(k|t)

)⊤
∈ X× U, k = 0, . . . ,N − 1,

z(N|t) ∈ Xf

• Nominal dynamics only

• Free nominal initial state

• Suitably tightened constraint sets X,U,Xf
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Economic MPC for uncertain systems

Optimization problem
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z(0|t),v(t)
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max(
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+ V f
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)

s.t. z(k + 1|t) = f (z(k|t), v(k|t), 0),

x(t) ∈ {z(0|t)} ⊕ Ω,
(
z(k|t), v(k|t)

)⊤
∈ X× U, k = 0, . . . ,N − 1,

z(N|t) ∈ Xf

• Nominal dynamics only

• Free nominal initial state

• Suitably tightened constraint sets X,U,Xf
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X

X

Ω

z(0|t)

z(1|t)

z(2|t)

z(k|t)

Economic MPC for uncertain systems

Theorem [Bayer, Müller, Allgöwer ’16]

Under standard assumptions (terminal region/cost, suitable constraint

tightening) and given initial feasibility, we have

• recursive feasibility,

• closed-loop constraint satisfaction,

• infinite horizon averaged performance

lim sup
T→∞

1

T

T−1∑

t=0

ℓ
(
x(t), u(t)

)
≤ ℓ

max(
z

m
s , v

m
s

)
.

• Optimal steady-state: (zm
s , vm

s ) = argmin
z=f (z,v,0),(z,v)∈Z

ℓmax(z, v)

• Performance result for the real closed-loop system

• Bound usually quite conservative
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Economic MPC for uncertain systems

Idea averaging-based robust economic MPC

• Instead of worst case, consider average over RCI set Ω

• Use modified stage cost function

ℓ
int(z, v) =

∫

Ω

ℓ
(
z + ω, ϕ(v, z + ω, z)

)
dω
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Economic MPC for uncertain systems

Theorem [Bayer, Müller, Allgöwer ’14]

Under standard assumptions (terminal region/cost, suitable constraint

tightening) and given initial feasibility, we have

• recursive feasibility,

• closed-loop constraint satisfaction,

• infinite horizon averaged performance

lim sup
T→∞

1

T

T−1∑

t=0

ℓ
int
(
z
∗(0|t), v

∗(0|t)
)
≤ ℓ

int
(
z

a
s , v

a
s

)
.

• Optimal steady state: (za
s , va

s ) = argmin
z=f (z,v,0),(z,v)∈Z

ℓint(z, v)

• Interpretation: Average performance result for the real closed loop,

averaged over all possible disturbances
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Economic MPC for uncertain systems

Can we improve performance using stochastic information?

Past Future Prediction horizon

t

Optimal input

ut

Predicted states

xt

t+N

Time

Idea:

• Predict evolution of probabilities

• Consider expected value in the optimization problem
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Economic MPC for uncertain systems

• Use stage cost

ℓ
int
k (z(k|t), v(k|t)) :=

∫

Ωk

ℓ
(
z(k|t) + e,Ke + v(k|t)

)
ρΩk

(e)de

︸ ︷︷ ︸

=E{ℓ(x(k|t),u(k|t))|x(t)}

Theorem [Bayer, Lorenzen, Müller, Allgöwer ’16]

Under standard assumptions (terminal region/cost, suitable constraint

tightening) and given initial feasibility, we have

• recursive feasibility,

• closed-loop constraint satisfaction,

• infinite horizon averaged performance

lim sup
T→∞

1

T

T−1∑

t=0

E {ℓ(x(t), v
∗(0|t))|x(0)} ≤ ℓ

int
∞(zs, vs)

• ℓint
∞(zs, vs) represents the expected average cost at the optimal

steady-state
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Economic MPC for uncertain systems

Conclusions

• Just transferring approaches from robust stabilizing MPC is not enough

• Different approaches to incorporate disturbances in economic MPC

Min-max approach

⊕ Accounts for
worst case

⊖ Typically quite
conservative

Averaging approach

⊕ Usually better
than min-max

⊖ Poor approx. of
real distribution

Stochastic approach

⊕ Real distribution

⊖ More complex

⊖ Results only
available for linear
case
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Economic MPC for uncertain systems

Conclusions

• Just transferring approaches from robust stabilizing MPC is not enough

• Different approaches to incorporate disturbances in economic MPC

• Guaranteed average performance bounds for all approaches

• The more information taken into account, the better the performance

• Picture much less complete than in nominal case: transient

performance, using no terminal constraints, classification of optimal

operating conditions, etc.
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Summary and wrap up

• Economic MPC: model predictive control using general performance

criterion

• Various different EMPC schemes available with different advantages and

disadvantages

• Basic case of optimal steady-state operation by now fairly well

understood, closed-loop performance and convergence guarantees

available

• Extensions to various settings (periodic optimal behavior, discounted

problems, time-varying problems, uncertain systems, . . . ), but still many

open questions

Further information

T. Faulwasser, L. Grüne, & M. A. Müller. Economic Nonlinear Model

Predictive Control: Stability, Optimality and Performance. Foundations and

Trends in Systems and Control, 2018.

Thanks for your attention! Questions?
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